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• Session-based recommendation

• Unlearning

• Session-based recommendation unlearning (item-level & session-level)

Our task: session-based recommendation unlearning
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…
Legitimacy & User privacy



• Exact unlearning is hard to achieve.

• Existing recommendation unlearning methods do not evaluate the
unlearning effectiveness.

Challenges
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• Exact unlearning is hard to achieve.

• Existing recommendation unlearning
methods do not evaluate unlearning
effectiveness.

Our contributions
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We propose an unlearning 
framework SRU and three 
extra deletion strategies.

We propose an evaluation 
metric.
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Our method: SRU——Training

Task: divide the training sessions into disjoint
data shards and then sub-models are trained on
each shard.
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Our method: SRU ——Training

Task: fuses the hidden states coming from
different sub-models for the final prediction.

Projection layer 

Attention layer

Output layer
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Our method: SRU ——Unlearning

Task: apply extra data deletion
strategies to the corresponding
session.

Collaborative Extra Deletion(CED) 

Neighbor Extra Deletion(NED) 

Random Extra Deletion(RED) 



Evaluation
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• The unlearned item should not be recommended to the user again in
the near future.

• For item-level unlearning: We define one unlearning effectiveness
evaluation metric as the hit ratio (i.e., HIT@𝐾) which measures
whether the unlearned item would occur in the top-𝐾 recommendation
list.

• Lower scores denote better results.
• For session-level unlearning: We use membership inference attacks.



Three real-world datasets:
• Amazon Beauty, Games, and Steam. 
• 80% for training, 10% for validation, 10% for testing.
• Metrics

For recommendation performance: Recall@k and NDCG@k, k=10, 20.
For unlearning effectiveness: HIT@k, k=1, 5, 10, 20

Experimental setups

Recommendation models:
• GRU4Rec, SASRec, and BERT4Rec.
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Ø RQ1: How is the recommendation performance of SRU when instantiated 
with different session-based recommendation models? 

Ø RQ2: How is the unlearning effectiveness of SRU? 

Ø RQ3: How is the unlearning efficiency of SRU? 
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Experimental questions



SRU always performs 
better than SISA even 
though SRU has 
removed more training 
data. 
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Experimental results: overall recommendation performance(RQ1)



• The unlearned item still has a high probability of being inferred again from the 
remaining interactions in the session. 

• SRU-R, SRU-C and SRU-N achieve better unlearning effectiveness.
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Experimental results: unlearning effectiveness(RQ2) 



• SRU-C has the highest Accuracy 
scores with a reasonable AUC score 
in all datasets and models which 
means that it has better unlearning 
effectiveness. 
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Experimental results: unlearning effectiveness(RQ2) 



SRU performs much more efficiently than Retrain. 
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Experimental results: unlearning efficiency(RQ3)



• Due to plenty of collaborative correlations and sequential connections, simply 
removing the unlearning samples cannot achieve the exact unlearning effect.
• Unlearning effectiveness is also an important metric of session-based 

recommendation unlearning.
• We proposed SRU framework and three extra deletion strategies to tackle the 

above challenges.

Conclusions
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• Session-level unlearning.
• The trade-off between unlearning effectiveness, recommendation performance, 

and unlearning efficiency.

Future Work



Thanks for your attention!

Code: https://github.com/shirryliu/SRU-code

Liu Yang
Shandong University
Qingdao, China
E-mail: yangliushirry@gmail.com
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